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Abstract

In this paper we present a new method for temporal knowledge conversion, called TCon. The
main aim of our approach is to perform a transition, i.e. conversion, of temporal complex
patterns in multivariate time series to a linguistic, for human beings understandable description
of the patterns. The main idea for the detection of those complex patterns lies in breaking down
a highly structured and complex problem into several subtasks. Therefore, several abstraction
levels have been introduced where at each level temporal complex patterns are detected
successively using exploratory methods, namely unsupervised neural networks together with
special visualization techniques. At each level, temporal grammatical rules are extracted. The
method TCon was applied to a problem from medicine, sleep apnea. It is a hard problem since
quite different patterns may occur, even for the same patient, as well as the duration of each
pattern may differ strongly. Altogether, all patterns have been detected and a meaningfull
description of the patterns was generated. Even some kind of “new” knowledge was found.

1. Introduction

In recent years there has been an increasing development towards more powerfull
computers, such that nowadays a great amount of data from, for example, industrial
processes or medical applications, is gathered. These measured data are often said to
be a starting point for an enhanced diagnosis or control of the underlying process.
Particularly interesting for handling noisy or inconsistent data are artificial neural
networks (ANN). On the other side, systems with traditional artificial intelligence
(AI) technologies have been successful in areas like diagnosis, control and planing.
The advantages of both technologies are wide-ranging. However, the limits of these
approaches, namely the incapacity of ANN to explain their behaviour and on the other
hand, the acquisition of knowledge for AI systems, are important problems to be
adressed.

Recently, there has been an increased interest in hybrid systems that integrate AI
technologies and ANN to solve this kind of problems [2]. It its worth to remark here
that essentially hybrid systems have been developed that entail several modules, each
implemented in a different technology, and that cooperate with another. In contrast,
we are mainly interested in hybrid systems that perform a knowledge conversion, i.e.
a transition between distinct knowledge representation forms [14]. A symbolic
knowledge representation of a subject should always be in a linguistic, for human
beings understandable form. Examples for linguistic representation forms are natural
languages, as German or English, but also predicate logic, mathematical calculus, etc.
In contrast, a subsymbolic knowledge representation always entails numerous



elements as, for example, data points from a time series or neurons and weights in
ANN that cooperate in a shared and distributed representation of a symbol.

Previous approaches that realize a knowledge conversion [10, 11, 15, 16] do not
consider data with temporal dependences. Temporal knowledge konversion always
assumes the existance of temporal data, i.e. time series sampled from signals that
describe some process. All sampled values are a temporal subsymbolic knowledge
representation of the time series. A temporal knowledge konversion is an, eventually,
successive conversion of multivariate time series or temporal complex patterns in
time series to a linguistic, for human beings understandable representation of the time
series, i.e. a temporal symbolic knowledge representation [3].

In this paper, we will introduce a new method that enables a temporal knowledge
conversion, called TCon [3]. In order to handle this complex problem, several
abstraction levels have been introduced. We applied our method TCon to sleep apnea,
namely sleep-related breathing disorders (SRBD). SRBD claim to be a very hard
problem since quite different patterns for the same temporal patterns may occur, even
for the same patient, as well as the duration of each temporal pattern may differ
strongly [8, 9].

2. A Method for Temporal Knowledge Conversion (TCon)

The method TCon enables a conversion from temporal complex patterns (TCP) in
multivariate time series to a linguistic, for human beings understandable temporal
symbolic representation in form of temporal grammatical rules (see Fig. 1). The main
idea for the detection of TCP in multivariate time series lies in breaking down a
highly structured and complex problem into several subproblems. The advantage of
such a strategy is the resolution of this highly complex problem into several subtasks,
now solvable at a more technical level. Therefore, several abstraction levels have
been introduced where at each level TCP are detected successively using exploratory
methods, namely unsupervised neural networks. The detection process starts with the
identification of primitive patterns, i.e. elementary structures in time series. At the
following levels, the time dimension will be introduced smoothly in the detection
process until the identification of TCP at the last abstraction level is completed.

At the different abstraction levels temporal grammatical rules are generated for a
linguistic description of TCP. The advantage of a temporal symbolic knowledge
representation in form of temporal grammatical rules is not only the acquisition of a
for human beings apropriate representation of the TCP but also the generation of a
knowledge representation form that can be processed by a machine engine, like a
prolog interpreter. In order to achieve both, the detection of TCP as well as their
description at a symbolic level, we suggest a temporal knowledge conversion. Next,
we will introduce the different abstraction levels of TCon and give an overview of the
tasks.



Fig. 1.  Abstraction levels and steps of the method Tcon in [3]

Multivariate time series gathered from observed signals of complex processes, as they
occur in industrial processes or in medicine, are the input of TCon. We generate a
multivariate time series by sampling the observed values at equal time intervals. The
result of TCON are the detected TCP as well as a grammatical description of the TCP
at the different abstraction levels.

For example, consider a patient with sleep apnea, namely sleep-related breathing
disorders (SRBD), where different types of signals, concerning respiratory flow, i.e.
‘airflow’, and respiratory effort, are registered during one night [9]. The respiratory
effort comprises ‘chest wall and abdominal wall movements’. Furthermore, ‘snoring’
as well as ‘oxygen saturation’ are considered for the identification of SRBD. Fig. 2
shows such a registration for a short time period. All time series are sampled at 2.5
Hz. In this paper, we use this example from medicine to illustrate our method.

2.1 Feature extraction and pre-processing

First, an extraction of the main features for all time series is advisable, or even a
prerequesite for further processing. Therefore, methods, for instance, from statistics or
signal processing are applied to time series in order to find a suitable representation.
This process usually includes a pre-processing of the time series such that a clustering
with unsupervised neural networks becomes possible. However, for most practical
applications the choice of an adequate preprocessing will be one of the most
significant factors in determining the final performance of the system [1]. An
improvement of the whole performance may be achieved by incorporating prior
knowledge, which might be used for the extraction of the features. For each aplication
the feature extraction process may differ strongly. Therefore, we will not focus on this
issue in this paper. For a detailed description of the feature extraction process see [3].
Nevertheless, it is worth to mention that we considered criteria from the application
that usually are applied in sleep laboratories for the identification of SRBD [8].

As multimodal distributions occured in the data for each time series, namely
‘airflow’, ‘chest wall movements’ and abdominal wall movement’, fuzzy-
membership-functions for ‘no’, ‘reduced’ and ‘strong’ averaged amplitude changes
have been deduced from histograms. Additionaly, lags between ‘chest wall
movements’ and ‘abdomen wall movements’ may occur that have a high significance
for the identification of SRBD. Therefore, crosscorrelations between ‘chest and
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abdomen wall movements’ have been calculated. Besides, a rescaling of ‘snoring’ was
performed. As oxygen saturation is not relevant for the pattern detection process, we
just will consider the ocurrence of a decay from at least 4% of the oxygen saturation
for the past 10 sec. Altogether, twelve features named as ‘strong airflow’ ∈ [0, 1],
‘reduced airflow’ ∈ [0, 1], ‘no airflow’ ∈ [0, 1], ‘strong chest wall movements’ ∈ [0,
1], ‘reduced chest wall movements’ ∈ [0, 1], ‘no chest wall movements’ ∈ [0, 1],
‘strong abdomen wall movements’ ∈ [0, 1], ‘reduced abdomen wall movements’ ∈
[0,1], ‘no abdomen wall movements’ ∈ [0, 1], ‘lag of chest and abdomen wall
movements’ ∈ [-1, 1], ‘snoring intensity’ ∈ [0, 1] and ‘oxygen desaturation’ ∈ {0,
0.5, 1} have been extracted (see Fig. 2).

Fig. 2: Small excerpt of multivariate time series and resp. features from a patient with SRBD

2.2 Primitive patterns

At this level, primitive patterns, i.e. elementary structures in the time series, will be
determined from the extracted features. Therefore, we propose to use exploratory
methods, in particular, unsupervised neural networks like the self-organized neural
network (SONN) as proposed by Kohonen [5]. In the last years, SONN enhanced with
a special visualization technique, called U-Matrix [12], have been successfully
applied to a wide-ranging number of applications where a clustering of high-
dimensional data was needed [4, 6, 10, 11, 15, 16].

For the detection of primitive patterns several features have to be selected for the
learning process. This means, that we have to identify those features that have a lot in
common with regard to criteria from the application. But this also means, that several
SONN will be learned to detect primitive patterns from different feature selections.
We emphasize that one feature may appear in different feature selections. After the
learning process and the identification of the clusters using U-Matrices, we are able to
determine primitive patterns. There may appear regions on the U-Matrix that do not



correspond to a specified cluster. These regions are regarded as some kind of
interruptions, named as tacets. All the other regions are associated to a primitive
pattern. As a consequence, we now are able to classify the whole time series with
primitive patterns and tacets (see Fig. 3). Successions of primitive patterns from one
U-Matrix will be called as a primitive pattern channel.

Fig. 3: Multivariate time series and resp. primitive patterns/succession from a patient
with SRBD

Without a proper interpretation of the detected structures no meaningfull names can
be given to the primitive patterns. As a consequence, we cannot generate for human
beings understandable temporal grammatical rules at the next higher levels. In order
to achieve a meaningfull description for primitive patterns, we propose the use of
machine learning algorithms. For the first time, the rule generation algorithm called
sig* [13], was used to generate rules for data in a temporal context. This algorithm
selects significant features for each class, here for each primitive pattern, in order to
construct appropriate conditions that characterize each class. Example 1 shows sig*
rules for two primitive patterns from different feature selections.

Example 1 Consider the primitive patterns ‘A2’ and ‘B3’ that have been detected from
different U-Matrices. The following sig* rules have been generated:

A primitive pattern is a ‘A2’
if

‘no airflow’ ∈ [0.951, 1]
and

‘reduced airflow’ = 0
and

‘snoring intensity’
∈ [0, 0.241]

A primitive pattern is a ‘B3’
if

‘no chest wall movements’
∈ [0.772, 1]

and
‘no abdomen wall move-
ments’ ∈[0.641, 1]

and
‘reduced chest wall
movements’ = 0

and
‘snoring intensity’ = 0



Values nearby one mean that this feature occurs with a high probabilty, while values
nearby zero mean that this feature probably will not occur.

As the sig* algorithm generates rules with the most significant features for each
primitive pattern, the naming of the primitive patterns is straightforward. The
primitive pattern ‘A2’ was named as ‘no airflow without snoring’ and ‘B3’ named as
‘no chest and abdomen wall movements without snoring’. These semi-automatically
generated names will be used further on for the description of the temporal
grammatical rules.

2.3 Successions

At this level, we introduce the dimension time where succeeding identical primitive
patterns are regarded as a succession (see Fig. 3). Each succession has a
correspondend primitive pattern type. The main diference lies in the fact that a
succession additionaly has a start and end point. Successions may be identified by
trajectories visualized on U-Matrices. We will not focus on this issue in this paper.

A consequence of several feature selections is that several SONN will be learned and,
therefore, several U-Matrices will be generated. This means that two or more
successions may occur more or less simultaneously. Two overlapping successions are
said to occur more or less simultaneously, if and only if the deviation between their
start and end points is small enough, i.e. very small.

2.4 Events

At this level, more or less simultaneous successions are joined together to a new
unity, called event. In order to focus on the most significant events, we distinguish
between events that occur very frequently and those that occur less frequently. Rare
events are omitted in the sense that they are regarded as interruptions. These will be
named as event tacets. The idea is to select the most frequent events as the most
significant events. Then, less frequent events can be associated to them. Similarities
among the successions have been considered to join different types of more or less
simultaneous successions, i.e. frequent and less frequent events [3]. This means that
the number of events will be extremely reduced and that one event consists of
different types of more or less simultaneous successions, i.e frequent and less frequent
events, as well.

As a consequence, at this abstraction level temporal grammatical rules not only entail
a “more or less simultaneous” but also an “or” for the description of alternations of
more or less frequent events. Let us consider the example of the patient with SRBD.
In this case, three events have been detected (see Fig. 4).

Names of events can been derived straightforward from the generated grammatical
rules, as the names for primitive patterns, i.e. successions, are already known (see
Example 2). For a detailed description of the whole detection process and generation
of the grammatical rules for the events see [3].



Example 2 The following grammatical rules have been generated for ‘Event1’ and
‘Event3’:

An event is a ‘Event1’
if

‘no airflow without
snoring’

is more or less simultaneous

(‘no chest and abdomen
wall
movements without snoring’

and
‘tacets’)

An event is a ‘Event3’
if

(‘strong airflow with
snoring’

and
‘reduced airflow with
snoring’

and
‘tacets’)

is more or less simultaneous

‘strong chest and
abdomen wall movements’

The ocurrence of tacets in the rules means that small interruptions in successions may
occur or that a succession, for example, from one primitve pattern channel occurs
simultaneously with irrelevant information at the other channel. A name of an event
contains essentially names of the most frequently ocurring successions. Names of
rarely occuring successions may be dismissed, since the idea of temporal knowledge
conversion also entails an information reduction for the generation of well-
understandable rules. If needed, details may then be consulted at lower abstraction
levels. The following names have been derived from the rules:

‘Event1’: ‘no airflow and no chest and abdomen wall movements without snoring’

‘Event2’: ‘no airflow and reduced chest wall movements and no abdomen wall
movements without snoring’

‘Event3’: ‘strong breathing with snoring’

Fig. 4: Multivariate time series and resp. events from a patient with SRBD



2.5 Sequences

At a symbolic representation level, an event may be interpreted as a symbol in a
temporal context that cannot be further decomposed. Then, at this abstraction level a
multivariate time series can be represented as a sequence of symbols, i.e. events. In
order to be able to detect TCP in multivariate time series, we just have to identify
repeated subsequences of events. The main problem lies in the identification of start
and end events, in particular, when dealing with time series that entail several and
distinct TCP. Therefore, we constructed a probabilistic automat as well as considered
delays between the ocurrence of two different events. For a details see [3].

A sequence of events together with the multivariate time series from the patient with
SRBD is illustrated in fig. 4. Here, we identified the following sequence (see Fig. 5)
where ‘Event2’ follows immediately after ‘Event1’ and ‘Event3’ follows ‘Event2’
after a small interruption.

Fig. 5. A detected sequence from the patient with SRBD

For the generation of the grammatical rules we introduced at this level a “followed
by” and “followed after” interval “by”. As a sequence always occurs more than once
in a multivariate time series, lower und upper boundaries for the duration of the
events and sequences may be specified (see Example 3).

Example 3 The following gramatical rule has been generated for ‘Sequence1’

A sequence is a ‘Sequence1’ [40 sec, 64 sec]
if

‘Event1’: ‘no airflow and no chest and abdomen wall movements
without snoring’ [13 sec, 18 sec]

followed by

‘Event2’: ‘no airflow and reduced chest and no abdomen wall
movements without snoring’ [20 sec, 39 sec]

followed after [0,5 sec, 5 sec] by

‘Event3’: ‘strong breathing with snoring’ [6 sec, 12 sec]

2.6 Temporal patterns

Finally, similar sequences will be joined together to a temporal pattern. Therefore,
similarities between the ocurring events in the sequences as well as the duration of the
events have been considered [3]. As the example of the patient with SRBD just
contains one sequence, the temporal pattern also just has one sequence. Otherwise, the
temporal pattern would be described by an alternation of sequences using an “or”.

3. Conclusion

Recently, different kinds of hybrid systems that integrate AI technologies and neural
networks have been developed [2]. We emphasize that above all “cooperative” hybrid
systems have been developed, i.e. a cooperation between several modules

Event 3Event 1 Event 2



implemented in different technologies exists. The main difference to our approach is
that in cooperative hybrid system no transition between different knowledge
representation form takes place [14]. The hybrid system WINA [7] is an example for
a hybrid system where a knowledge conversion is realized. This work was the starting
point for the recently developed method for temporal knowledge conversion (TCON)
[3].

The main issue of the present paper was to give a brief description of the different
abstraction levels introduced by the method TCON. This approach enables a
successively and, even, smoothly conversion of temporal complex patterns in
multivariate time series to a linguistic, for human beings understandable temporal
symbolic knowledge representation in form of temporal grammatical rules. In order to
detect elementary structures in the time series, self-organized neural networks, as
proposed by Kohonen [5], together with special visualization techniques, called U-
Matrices [12], have been used. The realization of the tasks at each level as well as the
generation of the temporal grammatical rules was illustrated through an example from
medicine, namely sleep-related breathing disorders (SRBD) [9]. SRBD claim to be a
very hard problem since quite different patterns for the same temporal patterns may
occur, even for one patient. Additionally, the duration of each temporal pattern can
differ a lot.

For a lack of space we could just give an overview of the method and present a small
example of our experiments with SRBD. We used a much larger data base with the
most significant, i.e. most frequently ocurring, SRBD. For details see [3]. Altogether,
we detected all temporal patterns with our method TCON and were able to give a, for
an expert of SRBD, meaningfull description of the temporal patterns with the
temporal grammatical rules. Additionally, some kind of “new” knowledge for one
temporal pattern, i.e. some not yet well-described SRBD in medicine, have been
found.
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